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**Cel przedmiotu:**

Oczekujemy, że student będzie rozumiał różne modele obiektów i ich wzajemne relacje, potrafił zaprojektować proste eksperymenty identyfikacyjne i wyznaczyć parametry modeli a także użyć sieci neuronowych do modelowania obiektów nieliniowych.

**Treści kształcenia:**

Przypomnienie i rozszerzenie podstaw matematycznych: macierze symetryczne, symetryczny problem wartości własnych, formy kwadratowe, przestrzeń zerowa i zakres macierzy. Geometryczna definicja pseudoinversji, macierze rzutów ortogonalnych, Rozkład macierzy względem wartości singularnych i jego związek z pseudoinversją i bazami przestrzeni zerowej i zakresu macierzy. Przybliżone rozwiązanie równania Ax=b: rozwiązanie średniokwadratowe i przybliżone rekurencyjne rozwiązanie równania Ax=b. Ciągłe i dyskretne modele układów dynamicznych, modele w przestrzeni stanów i modele wejścia/wyjścia, modele ARMAX. Zastosowanie nierekurencyjnych i rekurencyjnych metod do estymacji parametrów liniowych układów dynamicznych. Rozszerzenia i modyfikacje metod najmniejszej sumy kwadratów w zastosowaniu do układów dynamicznych: eksponencjalne ważenie danych, przestawianie macierzy kowariancji, rzuty ortogonalne na przestrzeń parametrów, faktoryzacja UDUT. Własności estymatora najmniejszych kwadratów. Zastosowanie rekurencyjnej estymacji parametrów w adaptacyjnych układach sterowania. Identyfikacja obiektów wielowejściowych i wielowyjściowych w oparciu o macierze Hankela. Aproksymacja funkcji w oparciu o sieci neuronowe: uniwersalne aproksymatory, najlepsze aproksymatory, aproksymacja przyrostowa, metody regularyzacji. Modele NARMA i aproksymacja nieliniowych układów dynamicznych bazujących na sieciach neuronowych i logice rozmytej, przykłady. Modelowanie układów dynamicznych w oparciu o metody sztucznej inteligencji. Dodatkowe komentarze, posumowanie i wnioski.
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