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Na poziomie kursu akademickiego dla studiów technicznych:
- Analiza matematyczna
- Probabilistyka
- Programowanie

**Limit liczby studentów:**
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**Cel przedmiotu:**

Celem przedmiotu jest zapoznanie uczestnika z mechanizmami adaptacji użytecznymi w systemach, które działają w nieznanym przez ich projektanta lub lub zmieniającym się środowisku. Metody analizy i konstrukcji systemów tego rodzaju wywodzą się z dwóch dziedzin wiedzy: sztucznej inteligencji (uczenie się przez wzmacnianie) oraz teorii sterowania (sterowanie adaptacyjne). Wykład omawia oba te podejścia.

**Treści kształcenia:**

Część I. Podstawy
1. Optymalizacja i aproksymacja stochastyczna; procedura Robbinsa-Monroe jako punkt wyjścia do konstruowania mechanizmów adaptacji.
2. Aproksymator neuronowy i jego uczenie on-line.
3. Elementy teorii stabilności: funkcja Lapunowa, gwarancje stabilności asymptotycznej.
Część II. Uczenie się przez wzmacnianie
4. Podstawy: Proces Decyzyjny Markowa, algorytm Q-Learning.
5. Optymalizacja stochastycznego wyboru. Parametryzowane rodziny rozkładów prawdopodobieństwa. Algorytm REINFORCE.
6. Algorytm Aktor-Krytyk.
7. Wielokrotne przetwarzanie obserwacji, optymalizacja estymatora wskaźnika jakości polityki, repróbkowanie.
Część III. Sterowanie adaptacyjne
8. Adaptacja z modelem referencyjnym (MRAS): podejście oparte na gradiencie, reguła MIT, uzasadnienie oparte na teorii stabilności, postać MRAS dla ogólnego systemu liniowego.
9. Sterowanie z jednoczesnym modelowaniem: samostrojące się regulatory (STR).
10. Sterowanie z iteracyjnym uczeniem się (ILC).
Część IV. Przegląd zastosowań i podejść nie wymienionych na wykładzie.
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