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**Liczba punktów ECTS:**

3

**Liczba godzin pracy studenta związanych z osiągnięciem efektów uczenia się:**

1) Liczba godzin kontaktowych - 33, w tym:
a) obecność na wykładzie: 15 godzin
b) obecność na ćwiczeniach: 15 godzin
c) konsultacje: 3 godziny
2) Praca własna studenta - 45 godzin, w tym:
a) rozwiązywanie zadań domowych - 15 godzin
b) utrwalenie teorii (praca z literaturą, materiałami z wykładu) - 15 godzin
c) przygotowanie do sprawdzianów - 15 godzin
razem: 78 godzin - 3 punkty ECTS

**Liczba punktów ECTS na zajęciach wymagających bezpośredniego udziału nauczycieli akademickich:**

1,3 punktu ECTS - liczba godzin kontaktowych - 33, w tym:
obecność na wykładzie: 15 godzin
obecność na ćwiczeniach: 15 godzin
konsultacje: 3 godziny

**Język prowadzenia zajęć:**

polski

**Liczba punktów ECTS, którą student uzyskuje w ramach zajęć o charakterze praktycznym:**

1,9 punktu ECTS - 48 godzin, w tym:
aktywny udział w ćwiczeniach: 15 godzin
konsultacje: 3 godziny
rozwiązywanie zadań domowych: 15 godzin
przygotowanie do sprawdzianów: 15 godzin

**Formy zajęć i ich wymiar w semestrze:**

|  |  |
| --- | --- |
| Wykład:  | 225h |
| Ćwiczenia:  | 0h |
| Laboratorium:  | 0h |
| Projekt:  | 225h |
| Lekcje komputerowe:  | 0h |

**Wymagania wstępne:**

matematyka na poziomie matury

**Limit liczby studentów:**

brak

**Cel przedmiotu:**

Centralnym tematem wykładu jest modelowanie obserwacyjnych szeregów czasowych przy pomocy procesów autoregresji oraz zastosowanie filtru Kalmana do analizy obserwacji liniowych układów dynamicznych. W przypadku tych ostatnich przyjęte jest założenie, że opisywany proces fizyczny jest ciągły, natomiast obserwacje wykonywane są z określonym krokiem czasowym. Wymienione wyżej tematy są poprzedzone omówieniem potrzebnych zagadnień z zakresu rachunku prawdopodobieństwa i statystyki, algebry liniowej oraz analizy matematycznej, które uczestnicy studiów drugiego stopnia powinni znać z wcześniejszych wykładów.

**Treści kształcenia:**

Wykaz zagadnień
1. Przypomnienie zagadnień w zakresie tematów ogólnych
1.1. arytmetyka liczb zespolonych, trajektorie punktów na płaszczyźnie zespolonej,
1.2. elementy rachunku prawdopodobieństwa i statystyki matematycznej – zmienne losowe skokowe i ciągłe, parametry opisowe zmiennych losowych, opis wybranych rozkładów (zero-jedynkowy, dwumianowy, jednostajny, normalny, chi-kwadrat, Studenta), parametry rozkładów wielowymiarowych – momenty, macierz kowariancji, współczynniki korelacji,
1.3. procesy stochastyczne, charakterystyki procesów – funkcja autokorelacji, funkcja interkorelacji, gęstość widmowa, wzajemna gęstość widmowa,
1.4. elementy algebry liniowej – zagadnienie własne, diagonalizacja macierzy,
1.5. równania różniczkowe zwyczajne o stałych współczynnikach, wyznaczanie macierzy przejścia z wykorzystaniem twierdzenia o diagonalizacji i zmiennych zespolonych, rozwiązania swobodne i wymuszone, stabilność rozwiązań.
2. Analiza szeregów czasowych: model autoregresji
2.1. definicja dyskretnego procesu autoregresji, przedstawienie równania procesu z wykorzystaniem operacji przesunięcia wstecz, proces AR jako wynik filtracji liniowej, reprezentacja w dziedzinie częstotliwości,
2.2. główne charakterystyki procesu AR: wariancja, funkcja autokorelacji, funkcja gęstości widmowej,
2.3. rozkład operatora autoregresji na czynniki liniowe i jego wykorzystanie: badanie stacjonarności procesu AR, analityczna postać funkcji autokorelacji i funkcji prognozy,
2.4. praktyczne wykorzystanie modelu AR do analizy danych empirycznych: wyznaczanie rzędu modelu i estymacja jego współczynników, analiza widmowa metodą największej entropii (maximum entropy method – MEM).
3. Podstawy filtru Kalmana
3.1. ogólny opis filtru Kalmana i jego zastosowań we współczesnej geodezji, liniowe układy dynamiczne dla procesów ciągłych i ich opis przez stochastyczne równania różniczkowe, opis rozwiązania układu i określenie warunków stabilności,
3.2. sformułowanie dla procesów dyskretnych, transformacja równań różniczkowych procesu ciągłego na równania różnicowe dla jego dyskretnej próbki, liniowy model pomiarów i określenie warunku obserwowalności systemu,
3.3. macierz wagowa Kalmana i opis procedury filtracji metodą Kalmana,
3.4. szczegółowy opis przykładów demonstrujących działanie filtru Kalmana.
4. Klasyczna analiza Fouriera na tle metod parametrycznych analizy widmowej, omówienie algorytmu liczenia widma z wykorzystaniem metody najmniejszych kwadratów.

**Metody oceny:**

Zaliczenie ćwiczeń: obowiązek uczestniczenia w zajęciach; dopuszczalne są nieusprawiedliwione nieobecności na 2 godz. ćwiczeń; podstawą zaliczenia jest aktywny udział w zajęciach oraz rozwiazywanie zadań domowych.
Zaliczenie wykładu: sprawdziany w 7 i 14 tygodniu zajęć.
Ocena końcowa: średnia ważona ocen z ćwiczeń i zaliczenia wykładu (wagi odpowiednio 0.55 i 0.45)

**Egzamin:**

tak
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**Witryna www przedmiotu:**

brak

**Uwagi:**

brak

## Efekty przedmiotowe

### Profil ogólnoakademicki - wiedza

**Efekt GK.SMK201\_W1:**

Ma pogłębioną wiedzę w zakresie zaawansowanych metod opracowania danych jak oszacowanie widma empirycznych ciągów czasowych zarówno metodą klasycznej analizy Fouriera, jak i metodą największej entropii wykorzystującą model autoregresji.

Weryfikacja:

rozwiązywanie zadań domowych na ćwiczeniach, sprawdzian pisemny na wykładzie

**Powiązane efekty kierunkowe:** K\_W01

**Powiązane efekty obszarowe:** T2A\_W01, T2A\_W02

### Profil ogólnoakademicki - umiejętności

**Efekt GK.SMK201\_U1:**

Umie zastosować modele autoregresji i filtr Kalmana do rozwiązywania zagadnień praktycznych w zakresie geodezji i geodynamiki. Potrafi poszerzać swoją wiedzę z zakresu zaawansowanych metod rachunku wyrównawczego z użyciem fachowej literatury.

Weryfikacja:

rozwiązywanie zadań domowych na ćwiczeniach, sprawdzian pisemny na wykładzie

**Powiązane efekty kierunkowe:** K\_U01, K\_U03, K\_U05, K\_U09

**Powiązane efekty obszarowe:** T2A\_U01, T2A\_U04, T2A\_U10, T2A\_U11, T2A\_U09, T2A\_U10