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Wymagania wstępne: 
Znajomość języków programowania (C, C++, Java)
Podstawowa znajomość programowania równoległego.
Podstawowa znajomość systemów operacyjnych.
Limit liczby studentów: 
30
Cel przedmiotu: 
Celem przedmiotu jest zapoznanie studentów z technologiami gridowymi i klastrowymi oraz sposobami realizacji obliczeń rozproszonych w tych środowiskach. Prezentowane są również przykłady zastosowań klastrów, gridów i chmur obliczeniowych.

Treści kształcenia: 
Zagadnienia podstawowe cz.1: Paradygmaty programowania równoległego. Miary oceny sprawności obliczeń równoległych i rozproszonych (współczynniki wydajności oraz przyśpieszenia, prawo Amdahla, skalowalność).
Zagadnienia podstawowe cz.2: Synchronizacja i wymiana informacji w systemach rozproszonych. Elementy kryptografii – infrastruktura klucza publicznego. 
Programowanie obliczeń równoległych i rozproszonych (wątki, PVM, MPI, RMI).
Systemy klastrowe: wprowadzenie, zasady działania, współczesne klastry, podstawowe oprogramowanie. Klastrowe systemy plików. System MOSIX.
Systemy wsadowe w klastrach: PBS, LSF. Klastry ad-hoc na przykładzie JavaSpaces, JINI.
Wprowadzenie do gridów obliczeniowych – grid a klaster, definicje i cele gridów. Systemy pogranicza (klastrowo-gridowe): Sun N1 Grid Engine, Apple XGrid.
Gridy wielkiej skali cz. 1: Globus Toolkit/EDG – budowa, użytkowanie, aktualne zastosowania.
Gridy wielkiej skali cz. 2: Unicore, Condor – budowa, użytkowanie, aktualne zastosowania, współpraca z Globusem.
Inne systemy gridowe i pokrewne: NEOS i MetaNEOS, BOINC, *@home. 
Programowanie aplikacji rozproszone w środowiskach gridowych – MPICH-G2, GridRPC (Ninf, NetSolve).
Gridy w zastosowaniach: EGEE i LHC, CrossGrid, eHospital.
Gridy w zastosowaniach: sterowanie falą powodziową (system wspomagania decyzji w środowisku gridowym).

Metody oceny: 
Zdanie egzaminu (60pkt).
Wykonanie zadania projektowego (40pkt.)
Warunki zaliczenia (wynik egzaminu >30pkt, ocena projektu >20pkt.)
Egzamin: 
tak
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[bookmark: _Toc2]Profil ogólnoakademicki - wiedza
Charakterystyka OR_W1: 
posiada wiedzę na temat programowania równoległego i rozproszonego oraz technik klastrowych
Weryfikacja: 
ocena projektów i egzaminu
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Charakterystyka OR_U1: 
potrafi wykonać i zrealizować projekt systemu rozproszonego, integrując wiedzę z zakresu programowania i systemów operacyjnych
Weryfikacja: 
projekt i egzamin
Powiązane charakterystyki kierunkowe: K2_U09, K2_U11, K2_U13, K2_U01, K2_U03, K2_U04, K2_U05, K2_U08
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Charakterystyka OR_K1: 
potrafi zaplanować pracę, samodzielnie dobierać środki i sposoby wykonania projektu
Weryfikacja: 
ocena projektu, egzamin
Powiązane charakterystyki kierunkowe: K2_K01, K2_K03, K1_K01
Powiązane charakterystyki obszarowe: I.P7S_KO, I.P7S_KK, I.P7S_KR
